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Most of the application-specific 
logic is on accelerator!
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• Eliding CPU involvement to save interaction
• Accelerator invocation, synchronization, data transfers. 

• Support by TVM
• TVM compiles out CPU code
• Kernel fusion to save data movements

Tensor Flow

TVM

CUDA



NIC

AcceleratorCPU

Request 
Processing

Network Server

Network I/O

CPU role in accelerated servers: 
I/O and accelerator management

Accelerator 
Managment



NIC

AcceleratorCPU

Request 
Processing

Network Server

Network I/O

CPU role in accelerated servers: 
I/O and accelerator management

Accelerator 
Managment

CPU runs network processing



NIC

AcceleratorCPU

Request 
Processing

Network Server

Network I/O

CPU role in accelerated servers: 
I/O and accelerator management

Accelerator 
Managment

CPU runs network processing

CPU feeds the accelerator



NIC

AcceleratorCPU

Request 
Processing

Network Server

Network I/O

CPU role in accelerated servers: 
I/O and accelerator management

Accelerator 
Managment

How many CPU are needed for these tasks?

CPU runs network processing

CPU feeds the accelerator
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Goal
Demonstrate and build a general accelerated-centric server.

How?
Use SmartNIC for network processing and accelerator management.
• Full CPU offload
• No application code on SmartNIC
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Challenges

ØGeneric accelerator support

Ø Support for TCP/UDP transport protocols
• Were is the network stack running?

§ CPU? No!
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Design Principles
1. Portable Solution
• Use Accelerator’s DMA engine?

We will need 𝐾 " 𝑁 drivers
K – number of SmartNIC platforms
N – number of accelerators 

2. Network Processing
• On the accelerator?

Extra overhead when managing the NIC from the accelerator

ARM-Based
SmartNIC

Accelerator

Driver
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How can we do it?

One-sided RDMA

Portable

No cost for 
the device

Data transfer and accelerator managment using RDMA 
outperforms existing transfer mechanisms in GPUs.

(see the paper)
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We should take care of 
memory conssistency.

(see the paper)
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Experiments
qMicro benchmarks

qThroughput, Latency, Isolation

qFace Verification Server 
qAccelerator-initiated I/O, multiple transport protocols

ü DNN Model inference
q CPU-less low-latency service, scalability

ü Secure Server Computing inside SGX enclave
q Portability: using Intel VCA

For more results, please read the paper.



LeNet – Convolutional Neural Network Inference Server

LeNet is a DNN model for recognizing hand-written digits
• Developed using TensorFlow
• Optimized using the TVM compiler with few modifications.
• No CPU code
• No application-specific SmartNIC code.

“8”
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Throughput 25% ↑
Latency 20% ↓
0 CPU Utilization



Lynx on BlueField and Xeon achieves the same performance

Takeaway
Comparing to Xeon core, Lynx on 
Bluefield can achieve the same 
throughput with negligible latency 
overhead.
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SmartNIC
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GPU

GPU

GPU

GPU
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Remote Server 1

NIC

GPU

GPU

GPU

GPU

RDMA

Remote Server 2

Inference server: Scalability with disaggregated GPUs

Takeaway
For compute bound applications 
LeNet scales linearly.
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LeNet – Scalability Projection (Upper bound)

Takeaway
Lynx scales linearly until we reach 
the network processing bottleneck.
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Portability: Lynx with the Intel VCA
Secure Computing Server inside SGX enclave

Lynx Library on VCA
20 Lines of Code

99!" 𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑖𝑙𝑒
Host-Centric 259.14 𝜇𝑠𝑒𝑐
Lynx 57.5 𝜇𝑠𝑒𝑐

Takeaway
Integrating a new accelerator with 
Lynx is very simple.
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Where should we run Memcached?
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Memcached Performance

Takeaway
Lynx on Bluefield may achieve higher 
system efficiency compared to using 
Bluefield for standard server 
workloads.
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Conclusions

§ Accelerated servers can run with 0% CPU utilization

§ SmartNICs provide a unique opportunity to manage 
accelerators and run generic network servers



Questions?

Thanks!


