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Motivation: accelerators network access
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Motivation: distributed accelerated computing
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= \otivation: accelerator disaggregation
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Motivation: packet processing acceleration

7, 4
Y _—— Accelerator CPU

< ERRRR EERRR
| | | |
~ m {é} ] (] (]
. | I I I
’ | I I |

FERRR ERERR

L

Efficient accelerator networking is important




Existing alternatives

Bump-in-the-wire




Alternative 1: CPU-mediated design
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I@ High CPU usage
I@ potential bottleneck




Alternative 2: accelerator-hosted design
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StRoM: Smart Remote Memory, Sidler et al., EuroSys 20.
Corundum: An Open-Source 100 Gbps NIC, Forencich et al., FCCM ‘20.
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Accelerator-hosted design:

Area—features trade-off
Accelerator

Accelerator

functionality




Alternative 3: bump-in-the-wire design

Accelerator NIC CPU

ERRRR EERRR FERRR
[ | [ | [ | [ | [ | [ |
Ethernet : : Ethernet : : PCle : :
‘ GTeeo > - - e -
[ | [ | [ | [ |
[ | [ | [ | [ |

EERRR ERRRN
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CPU usage vs. area vs. features

1. CPU-mediated = VN2F

2. Accelerator-hosted * Brainwave

© Corundum

A StRoM

3. Bump-in-the-wire < Innova-1 shell
+ NICA

o AccelNet

Can we do better? e FlexDriver

FlexDriver: a new and better design point




FlexDriver design
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Agenda

* FlexDriver design Memory constraints

7 Evaluation Area & throughput

; Use-cases Utilizing offloads




Background: NIC transm

it interface

Host memory (for software drivers)

Ring tall
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»l Packet buffer ]

Descriptor
ring
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Ring head

) Free buffers

Driver can post new packets
to be transmitted there.

J Posted buffers
NIC can transmit these buffers.




Where to place rings and buffers?

NIC

Host memory
X PCle congestion

X Limit scalability
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Peer-to-peer
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Where to place rings and buffers?

NIC
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Host memory
X PCle congestion

X Limit scalability

Accelerator-DRAM

X interference between FLD and reer o peer
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Where to place rings and buffers?
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Host memory
X PCle congestion
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Dedicated on-chip memory
v No interference

o Challenge:
limited area
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Challenge:
memory for

NIC—device
interface

See paper for details

Ring size determined for latency hiding and throughput.

Multiple rings are needed for RDMA, QoS.
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MiB for 50 Gbps
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Number of transmit rings



NIC

Expected NIC view [BAR]

Internal memory

Solution: on-the-fly memory optimizations

BEEERE
FlexDriver

AR RER
Accelerator




Hardware transmit block diagram
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FlexDriver dramatically improves scaling
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Software design

Software Control plane === PCle P2P

FLD runtime library . Ethernet

—— Software
FLD kernel driver Network stack interface
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Hardware B A oozl (2=l o) g FLD
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FLD-E: Ethernet @ DPDK , Linux TC

FLD-R: RDMA ? RoCE, RDMA CM

More details in the paper
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Evaluation

NIC

Implemented on NVIDIA Innova-2 ALY
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Area utilization (kLUTs) Hardware transport:

high area utilization.

250

Comparable area, but lack offloads,
200 e.g., VXLAN tunnelling and RDMA.

Bl CPU-mediated:

Low throughput and
high CPU usage.
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Evaluation: microbenchmark throughput
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bandwidth [Gbps]

message size [bytes]

Large packets: FlexDriver reaches network and PCle limits
Small-packet: remaining optimizations




Evaluation: microbenchmark latency

12
10 2.5x higher in 1.69us lower latency
'g_ 3 17% increase in 99.9% percentile (at the cost of NIC
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FLD-E Emu [ATC '17]
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Use-cases

Disaggregated accelerator Two packet processing
using RDMA accelerators using the NIC
offloads



/UC mobile cipher disaggregated accelerator

4+CPU @Disaggregated ZUC —Model
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Single-core: 4x performance of the CPU.
Near the performance model’s maximum.




IP defragmentation inline accelerator
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Frag. + Encap.

g

No frag. 23.2 Gbps 23.2 Gbps
Frag. 3.2 Gbps 22.4 Gbps (x7)
VXLAN + Frag. 3.2 Gbps 16.8 Gbps (x5.25)

Better load balancing with hardware defragmentation.




loT message authentication accelerator

25 Gbps @256B packets
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Fairness experiment: <
12 Ghps accelerator SN
Flow B receives 2 4
twice the traffic 59 2 .
>
é Without traffic shaping With traffic shaping

B Flow A ®FlowB

With traffic shaping: flow A gets its fair share




Conclusion

NIC
LLLLL FlexDriver provides accelerators with

= @ = efficient network access, relying on
‘ | |: = existing ASIC NIC features to reduce area

utilization in the accelerator.
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